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We investigate dynamic solvent effects on proton transfer reactions in the strongly hydrogen-bonded wydroxyl
water model system by using a self-consistent nonequilibrium reaction field method. The initial motivation
for the present work lies in the results of a recently reported molecular dynamics simulation for the same
system in aqueous solution, carried out through combined density functional and molecular mechanics potentials.
Such a study has confirmed that proton transfer occurs in an essentially frozen environment and that solvent
fluctuations may play a crucial role in the reaction dynamics. Nevertheless, owing to the use of effective
charge water models in molecular dynamics simulations, the effect of solvent electronic polarization, which
can be assumed to respond instantaneously to solute charge modifications, cannot be accounted for explicitly.
Our main goal in the present study is to analyze such an effect in the effective energy profile instantaneously
experienced by the proton, using for this purpose ab initio methods and a dielectric continuum model of the
solvent. Basically, the polarization of the solvent is divided into inertial and noninertial terms. The latter is
assumed to be always in equilibrium with the solute whereas the former is characterized by a finite relaxation
time. The model allows us to estimate the dependence of the activation energy and transition structure geometry
on the solvent inertial polarization which is described by a fluctuating global solvent coordinate related to
solute internal parameters. In some cases, the activation barrier may be lower than the equilibrium barrier. A
detailed analysis of the effect of electronic polarization on the solute is also presented.

1. Introduction A few theoretical studies have been devoted to the nonequi-

) ) i _librium solvation effects on PT in hydrogen-bonded systems
Proton transfer (PT) occurs in many chemical and biochemical using continuum modefs’ In the work of Timoneda and

reagtions, and therefore its study has wide interdsarge Hynes® the chemical system was simply described by a

environmental effects are expected for PT processes becausg,ompination of diabatic valence bond states and the PT process
in general, they are acco_mp_amgd byasgbstantlal reorganization, 5 model hydrogen-bonded complex was represented by
of the reactant charge distribution. For instance, the activation changes of a point dipole. The authors studied the shape of free-
barrriers of a given reaction may be quite different in the 9as gnerqy surfaces for proton transfer between neutral molecules

phase and in polar solveritsOne of the most striking produce an ion pair. Aguilar and Hidafg@mployed a
characteristics of PT reactions is that they usually take place parametrized model to study the influence of nonequilibrium
on a very short time scafeHence, in a polar medium like water,  ¢jyation on free energy profiles for PT in §N-+-H*-+-NHa].

the orientational relaxation time of solvent molecules may be e 100, the solute was described by a simple polarizable
substantially larger than the time for the reaction which in this dipole. In these works, the large dependence of the PT energy
case cannot be described in terms of equilibrium energy surfacesysfile on solvent coordinate was demonstrated. This result

Kurz and KurZ proposed different mechanisms for proton qnfirmed the results obtained previously through the study of
transfer in solution representing extreme situations in which the p1 aactions in small clustefs.

solvent may be basically considered either as a thermal bath
equilibrated with the solute along the reaction coordinate or as
a fluctuating environment which may or may not assist the
chemical process. According to this wdrkhen the activated
complex has no equilibrium environment, the deviation of
solvent configuration from its equilibrium state is expected to
be toward that configuration which is appropriate for an internal
structure in which the proton is half-transferred. This model is
then related to the Marcus theory of proton transfer reacfions.

Molecular dynamics (MD) simulations are, in principle, better
adapted than continuum models to investigate dynamic solvent
effects on reaction$although computations are then limited
by the approximate nature of the intramolecular interaction
potential and reactant descriptions. Classical dynamics ap-
proaches using combined quantum mechanics (QM) and mo-
lecular mechanics (MM) potentials have been reported for PT
processes in solution. The attention has been focused either on
the calculation of free eneréfor on the analysis of the influence
of solvent dynamics on elementary reactive evéhfsh initio
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Hs approach that allows us to analyze the response of the chemical
\ system to the fluctuating environment. Solute polarization is
shown to play an important role in the reaction.
02 """ H1_01
\ 2. Solvent Model
Ho We assume a dielectric continuum model for the solvent. The
Figure 1. Schematic representation of the system studied. The systemreactf”mtS arg '”S'O!e a C‘_av'ty that has been_ create_d in_this
is planar and the ©H—0 group is linear. The reaction coordinatis polarizable dielectric continuum. The solvent is polarized by
defined ag = Y,(O1H1 — O2H1). the solute and creates an inhomogeneous electric field inside

the cavity which polarizes in turn the solute charge distribution.

considered through different MD implementatidhdemonstrat- ~ Therefore, an iterative procedure must be carried out until self-
ing the crucial importance of quantum effects on the rate consistent polarizations are reached. Let us first consider the
constants of many PT reactions. solute-solvent equilibrium case.

Another interesting work was reported recently for the At equilibrium, the electrostatic solvation energy may be
mechanism of HCI ionization in waté?.This approach com-  Written through a multipole moment developniént
bines ab initio computations of potential energy surfaces of small
clusters and statistical averaging via Monte Carlo simulations. AG. . = _} RM ®
The effect of solute polarization due to the solvent and that of solv ZZ t
solvent fluctuations on proton potential, as well as the quantum
character of the proton nuclear motion, were examined in this \yhere
paper in order to investigate the elementary steps of the
ionization process. _ 0

In the present work, we revisit the theoretical analysis of R Zf L My @
nonequilibrium solvent effects on PT processes using an
approach which complements the previous studies in this field. M, (L = I, m) are the multipole moments of the solute’s charge
The idea is to exploit the possibilities offered by continuum gistribution, andf ’,. are reaction field factors depending on
models to treat accurately electronic polarization effects togetherthe relative static dielectric permittivity of the mediumand
with advanced MD simulation results obtained recently for the on the cavity definition. A necessary condition for the reaction
dynamic behavior of the solvent in PT reactidhén the model  field factor not to be zero is thatandL' have the same parity.
used heré? the solvent is represented by a polarizable con- Details for the computation of the reaction field factors can be
tinuum medium and the solute is described by quantum found in the original referencé3.In quantum mechanical
mechanical methods. The solttsolvent interaction energy is  computations, the Hartred=ock expressions (or KohrSham
computed by means of a full multipole development of the equation?®) are modified to account for the solutsolvent
solute’s charge distribution. The solvent response is character-interaction in such a way that the total energy, defined by the
ized by inertial and noninertial polarization Components. The solute intrinsic energy p|us the free energy of So|vati0n, is
former is assumed to be completely frozen during PT whereas minimized. This gives rise to a self-consistent reaction field
the latter is alWayS in equilibrium with the solute Charge (SCRF) approach_ The mu|tipo|e deve|opment converges in
distribution. This model allows us to evaluate the PT pOtentiaI genera| quite rapic“y, but contributions from the quadrupb|e (
energy surface for different values of the solvent polarization, = 2) or the octupolel(= 3) are often substantial and may be
which plays the role of a global solvent coordinate. We then essential especially if the system is nonpolar. In our work, we
discuss the effect of solvent fluctuations and nonequilibrium sha|f [imit the multipole development o= 3 and use a simple
solvation on the instantaneous potential energy surface and thes|lipsoidal cavity shape.
conditions under which the solvent may drive the reaction. The solvation energy must also include the cavitation, i.e.,

There are some aspects of the present work which may bethe energy required to create the cavity, and the dispersion
related to previous studies investigating chemical reactions in energy. The cavitation energy may be evaluated in different
strong electric fieldd? In fact, the inertial solvent polarization — way24but is not of interest here since we assume that the cavity
may be regarded as a constant field (although not necessarilyis invariant along the PT process. The dispersion energy is also
homogeneous) along the reaction path, provided the frozen-expected to vary very little along the process and is not
solvent hypothesis is made. It must be stressed, however, thatomputed. Note that cavitation and dispersion energies have
in solution the noninertial polarization equilibrates the solute’s opposite signs and compensate for each other in part.
charge distribution and therefore is far from being constant along  The reaction field evaluated through continuum models may
the process. be related to the time-averaged potential created by the solvent.

As an example, we study the model system formed by a However, in real solutions, the reaction field due to solvent
hydroxyl anion bonded to a water molecule in aqueous solution, molecules is not constant but fluctuates around its average value.
which has been studied at different theoretical leV&lg!18-21 To account for such fluctuations, the model described above
The system is schematically represented in Figure 1. PT from has to be slightly modified. With this goal, the polarization of
water to the hydroxyl anion is studied by assuming a planar the solvent may be regarded as having inertial and noninertial
trans structure, an OO distance of 2.5 A, and a lineaHo-O polarization componenfs.’-1625The noninertial part is related
arrangement, as represented in Figure 1 (note that high-levelto electron polarization of the solvent molecules and can be
ab initio computations predict an equilibrium OO distance in assumed to be always in equilibrium with the solute charge
the gas phase of 2.515'#. Equilibrium and nonequilibrium distribution, adapting instantaneously to any modification of that
energy surfaces are computed. For each value of solute andlistribution. Conversely, the inertial part is related to orienta-
solvent coordinates, we calculate the wave function of the tional polarization and is characterized by a large relaxation
solvated solute using a self-consistent reaction field (SCRF) time compared, for instance, to some vibrational movements
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of the solute or to reaction time. Thus, the proton transfer in not modify either the solute polarization response or the
the system considered below is achieved ir-30 fs (when energetics changes due to solvent effects. The study of these
the proton being transferred has the mass of deuterium) whereagproperties is indeed our main objective here. Net atomic charges
the solvent relaxation time around the solute after a transfer have been computed using the CHELPG met#od.

process is on the order of 1 psThe inertial polarization is The system HOH-OH~ has been studied using a fixed
thus associated with the difference between the statiand distance OO (2.5 A), a linear-HD-+H arrangement, and trans
the optical (infinite frequencyk.., dielectric constants. planar structure. We must stress that our study is not intended

In our work, nonequilibrium solutesolvent systems willbe  to investigate hydroxyl migration in agueous solution, which
such that for a given solute geometry (1) the inertial solvent would require us to include a few discrete water molecules
polarization term is fixed and different from the self-consistent around the anion and compute the energy surface without
(equilibrium) value corresponding to the current solute geometry, geometric constraints. The reaction considered here is merely
(2) the noninertial term is relaxed and is in equilibrium with a model one in which the activation barrier is closely related to
the solute’s charge distribution, and (3) the solute wave function the OO distance. This model has been already employed in the
is also relaxed so that it is in equilibrium with the solvent electric literaturel®!! For the same reasons, we do not perform a
field (inertial + noninertial). The relaxation of the noninertial  rigorous transition state location (or an intrinsic reaction
solvent polarization and solute’s wave function must be achieved coordinate computation), but we choose, as the schematic
iteratively with a modified SCRF scheme that we outline below. reaction coordinate, the coordinate which represents the

For any arbitrary solvent configuration, we write the reaction position of the proton being transferred with respect to the

field as a sum of inertial and noninertial contributions: middle OO distance, as defined in Figure 1. In gas phase,
, , geometry optimization is carried out (except for the constraints
R = R™"+ RoM"en 3) noted above) for each value of the coordinat@he obtained
geometries are then used for solution computations without
The last term is simply given by further geometry optimization. In solution, the energy profile
, is obtained by adding the electrostatic free energy of solvation
Ronnent= Zf oML (4) of a given structure to the gas-phase potential energy. Including

other contributions to the free energy along the reaction path

o . (zero-point energy, thermal corrections to the enthalpy, entropic
whereM_ holds for the solute charge distribution aff. isa  terms) is not trivial. But these contributions are expected to be
reaction field factor for the infinite frequency relative dielectric  |iitie modified by the solvent so that they are not relevant for a
permittivity, €». The inertial term may be written in a quite  gyalitative discussion of solvent effects. Solution calculations
general way by using fictitious multipol@d; correspondingto  have been carried out by assuming the following dielectric
a hypothetical solute charge distribution that would generate cgonstants for watereg = 78.4 ande., = 1.8.
such an inertial solvent polarization: Finally, it must be noted that in the present work the solvent

inert o o x ok response is connected to its infinite and zero-frequency dielectric

R™" = Z(f e — FOIME (5) constants. A more detailed analysis would require us to treat

the first (and maybe the second) solvation shell discretely.

Though this can be done within the present continuum model

The corresponding solvation free energ¥fis - . ;
P g o (for instance, by assuming an electrostatically solvated super-

1 1 molecule with fixed solvent coordinates), such a refinement

AGy = —— fEL, MM+ =) (f EL. — L) (AM)AM, would considerably complicate the discussion. For a deeper
SO

2 2 6) study, molecular dynamics simulations are certainly promising,

and this can already be done using combined QM/MM
where AM_ = M, — M. The first term in the free energy modeld13! or the empirical valence bond approa@@hyhich

expression is the equilibrium term, and the second term is alwayshas been widely employed to investigate dynamics of reactions

positive. in solution and enzymes.

3. Computation Method 4. Results

In this work, we have carried out ab initio computations at ~ Before presenting our results, let us comment on previous
the RHF/6-3%#-G* level’® using the Gaussian 92 program  theoretical studies carried out for the HOHDH™ hydrogen-
modified to account for solvent effects with the SCRF method bonded system.
developed at Nanc3%28 Though this basis set is not expected  Ab initio computation¥®-20in the gas phase predict a double-
to describe very accurately the properties of a hydrogen-bondedwell energy profile, although another calculation with a smaller
system, it is sufficient to analyze the main effects due to basis set leads to a single-minimum profile for the -H8&---
nonequilibrium solute-solvent interactions. A similar basis set OH symmetric structuré In aqueous solution, the medium
(namely 6-31G**) was previously used in a similar stifly.  effect favors the localization of charge, i.e., the asymmetric
Diffuse functions on the oxygen atoms have been consideredHOH---OH~ system. The activation barrier for the proton
in our work to better describe the electronic charge distribution transfer has been also estimated using MP2/31 energy
of the anion. Correlation energy has not been computed. Thecalculations at HF/6-3tG* optimized geometries both in the
reason for this is that the solvation energy is correctly evaluated gas phase and in aqueous solVérh the gas phase, the barrier
at the RHF level; i.e., the correlation energy is practically the was predicted to be very small (0.37 kcal/mol). Using a
same for the isolated and the solvated systems. This point hascontinuum model for the solvent and the same computational
been discussed before in the case of proton transfer reaéfions. level, the barrier was predicted to increase by about 3 kcal/
Thus, adding the correlation term would modify the activation mol, leading to an activation energy of 3.15 kcal/mol, very close
energies presented in this paper by a constant quantity but wouldto the value obtained with a supermolecule approach, 3.55 kcal/
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Figure 2. Energy profiles in the gas phase and in equilibrium agueous
solution.

mol,’® and agreeing rather well with experimental estimations
ranging from 2.1 to 4.8 kcal/mét

Recently, MD simulatiorid for HOH---OH™ in water solution
were reported using a combined QM/MM approach: density
functional theory and the TIP3Ppotential have been used to
describe the reactant HOHOH~ and the solvent water
molecules, respectively. After equilibration of the whole system,
the final simulation was carried out during 6 ps using a time
step of 0.2 fs (only the OO distance in the solute was
constraine#f). During this simulation time, a few reactive events
were observed. The proton transfer requires about320fs
and therefore proceeds in an essentially frozen environment.
Indeed, the response of the solvent is delayed by about 50 fs.
The solvent behavior was analyzed in terms of the electric field
created by the TIP3P water molecules on the QM reactant at
the middle point of the OO distance. It was shown that, in the
equilibrated reactant distribution, this electric field may fluctuate
by 50% with respect to its average value. In summary, the
dynamics of the chemical system cannot be described through
equilibrium conditions and solvent fluctuations may be expected
to play a crucial role in the reaction. Note that, in these
simulations, the hydrogen atom involved in proton transfer had
the mass of deuterium.
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Figure 3. Energy profiles in equilibrium (a) and nonequilibrium (b)
aqueous solution. The nonequilibrium case corresponds to a frozen
solvent at the reactant inertial polarization. The dashed line (c) is the
nonequilibrium solvation energy contribution to the total energy, so
that (b)= (a) + (c).
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Figure 4. Variation of the dipole moment in the gas phase (dashed)
and in equilibrium aqueous solution (solid line). The dipole moment

was computed at the middle OO point. Only the component along the

OO0 axis is shown.

We evaluate below the instantaneous potential energy surfaces

for different frozen-solvent configurations in order to investigate i, sojution since, as noted above, the proton transfer is a very
the influence of the fluctuating environment. But for comparison  fast process and the solvent cannot equilibrate the solute charge
purposes, we first compute the energy profiles in the gas phaseyjstripution along the reaction path. As a limit situation, we

and in solution, assuming solttsolvent equilibrium. can reasonably assume that the PT process occurs in a frozen-
4.1. Energy Profile in the Gas Phase and in Solution at  gq|yent configuration. The simplest hypothesis consists of the
Equilibrium. The energy profiles in the gas phase and in 5sgymption that the transfer proceeds in the solvent inertial

aqueous solution at equilibrium are plotted in Figure 2. Since, e ction field which corresponds to the reactants in equilibrium,
in these computations, the OO distance is constrained, the CUIVeS o \when the proton coordinate fis= 59 We call this case

in Figure 2 cannot be directly compared to the fully optimized R

e h dicted sol H h the “frozen solvent at the reactants”. As shown in Figure 3, the
geometry case: However, the predicted solvent effect on the corresponding energy profile displays a considerable higher
energy barrier for PT is quite comparable (an increase of about

o . . energy barrier than the equilibrium curve since the nonequilib-

3 '?03"”.‘0')- No_te that the positions of the minima are sl_|ghtl_y rium contribution (the second right-hand term in eq 6) increases
shifted in solution so that the water OH bond participating in as the chemical system goes to the TS and the products. The
the hydrogen bond is shorter. Hereafter,l we c@fithe value  yariation of such a term is also shown in Figure 3. It may be
of r at the reactants in solution (roughtyf’ = —0.26 A, with interesting to note that the main contribution to the nonequi-
O1H1 = 0.99 A and O2H1= 1.51 A). Likewise,r3” will librium solvation contribution arises from the dipole moment
represent the value of the reaction coordinate at the product inm, whose dependence anis shown in Figure 4. If electron
solution €3 = —ry). The electrostatic solvent effect clearly polarization is neglected, the dipole moment contribution to the
disfavors proton transfer when the equilibrium hypothesis is nonequilibrium energy is simply given by
assumed.

4.2. Role of Inertial Solvent Polarization.The equilibrium
curve in Figure 2 is not of much interest for the PT dynamics

AGI =20~ 1)) —wCEIE ()
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(for simplicity we writef © andf © the reaction field factors for 1407 T
L = 1). This quantity represents the largest contribution to the i 5 -035 T
nonequilibrium solvation energy drawn in Figure 3, but we show _ 129 [ 0.00 7
below that higher multipoles and nonadditive terms due to E 100 F 18-‘2‘3 .
electronic polarization cannot be neglected. g L i i
This nonequilibrium solvation effect has other consequences < 8.0 i -1
too. Now, the position of the energy maximum=t +0.05 A) > I i
does not correspond to the symmetric structare 0.0 A) but % 6.0 : ]
is shifted toward the product and at the same time the position £ 4 ¢ | -
of the product is shifted toward smalleralues. Note also that 8 - 1
the relative energy of the product with respect to the reactant is & 2o} -
large and that the inverse process producteactant in this B ]
reactant-like reaction field is quite easy. Indeed, due to the 0.0 L i
variation of the nonequilibrium solvation energy, the frozen- Y i T T P S PR S N "
solvent curve for PT may present no minimum at the product -0.4 -0.2 0.0 0.2 0.4
side. An example was recently found for a model of the catalytic Reaction coordinate (A)
triad in serine proteasés. Figure 5. Energy profiles for proton transfer under different nonequi-

The above results may be explained in terms of valence bondlibrium conditions resulting from solvent fluctuations around the
language by assuming two main solute configurations: reactant configuration.
HOH---OH~ and HO" ---HOH which have symmetric diabatic
curves (one could also take H®-H*---OH™ but it is not
essential for a qualitative scheme). The frozen-solvent field is
reactant-like so that it destabilizes the product diabatic curve
(compared to equilibrium curve). Accordingly, activation energy

increases and the TS is located at higher values of the reactionln summary, fluctuations toward the TS assist the PT process

coordmate.. ) although for the amplitudes considered (halfway between the
The previous frozen-solvent process is not a general case. INyeactant and TS) the barriers are still larger than the equilibrium
principle, PT may occur in any arbitrary frozen-solvent con- 5rier.
figuration reached by fluctuations. The probability of a given  The previous conclusion requires two comments. First, the
fluctuation can, in principle, be evaluated through the corre- actya) variation of the nonequilibrium term (second right-hand
sponding Boltzmann factors, but as mgntloned abqve, one Mayterm of eq 6) strongly depends on the chemical system and
expect the solvent fluctuations to modify the reaction field by - getermines in part the probability of solvent fluctuations. Second,
about 50% in this systert. Accordingly, it is interesting o |3rge medium polarization perturbations may be achieved
compute the shape of PT energy curves by considering a serieshrough mechanisms other than solvent fluctuations at equilib-
of hypothetical frozen reaction fields with magnitudes falling  rjym_ For instance, electric field fluctuations in enzyme active
within this range. sites may be generated by charged or polar groups in the
For this purpose, it is convenient to introduce the concept of proteir$® and may be a source of reaction activatimn the
a global solvent reaction coordinate. Following previous case of reactions in solution with stepwise mechanisms, solvent
works!2%¢38we define a generalized solvent coordinate in  relaxation between consecutive steps may be incomplete, giving
which an arbitrary inertial polarization field is expressed in terms rise to substantial nonequilibrium effects. The system considered
of the equilibrium inertial polarization for other locations along here may be used to illustrate the latter case.
the solute reaction coordinate. In this way, the generalized The combined DF/MM MD simulations carried out for
solvent coordinates is connected with the solute reaction HOH---OH~ in water solutiof! predicted that the time separat-
coordinate and may be definedsss rs, wherersis the reaction  ing two consecutive reactive events (forward and backward
coordinate having the appropriate equilibrium inertial polariza- proton transfer) is of the same order of magnitude as the solvent
tion. Obviously, solvent fluctuations may be more general, but relaxation time, about 1 ps. Such a PT frequency is however
this approach allows us to simplify the discussion. One may an average value, and actually consecutive reactive events may
also note that, for the dipolar solvation contribution, because occur a little faster or slower. In many cases, therefore, the
the reactant dipole moment is basically directed along the OO process may proceed in an incompletely relaxed solvent, quite
axis, only the solvent electric field component along this axis far from equilibrium conditions.
is relevant. In this particular case, solvent coordinates can always To account for such nonequilibrium effects, we consider now
be related to values of the reaction coordinate the PT energy surface for solvent coordinate rﬁf' (1 -9)

Fluctuations ofs around its average value at the reactants with |0 > 0.5. In particular, TS-liked ~ 1, s= 0) or product-

are then defined bg = rg' (1 — ). We must now choose like (6 ~ 2, s~ r%) solvent configurations are interesting. As

values ofd for which the solvent electric field varies at most  before, the inertial polarization of the solvent is frozen along
by 50% with respect to its average value. This roughly holds the reaction path. The energy profiles for different valueg of
for |0] < 0.5 since, on one hand, we assume a linear responseare shown in Figure 6 and are compared to the curve dvith
approximation and, on the other hand, the solute dipole momentQ (frozen solvent at the reactant; see Figure 3). The PT energy
varies approximately linearly with (see Figure 4). The energy  barrier for eitherd = 1 (3.9 kcal/mol) ord = 2 (1.0 kcal/mol)
profiles for PT corresponding to various values ®fare is substantially smaller than that for= 0 (7.2 kcal/mol) and
displayed in Figure 5. As before, each curve in Figure 5 is even than the equilibrium barrier (5.3 kcal/mol; see Figure 2).
obtained by adding to the equilibrium curve a nonequilibrium Therefore, for TS-like and product-likecoordinates, the proton
energy contribution (similar to that shown in Figure 3) which transfer becomes much easier. With respect t@tse0 curve,

is zero atr = r§°' (1 — 0) and positive elsewhere. the reactant energy minimum is shifted toward the TS whereas

Two main cases must be considered in Figure 5. Solvent
fluctuations toward the TS, i.e., those with> 0, lead to a
barrier decrease and product stabilization when compared to
the energy profile for the frozen solvent at the reactants, i.e.,
for 6 = 0. Fluctuations with) < 0 lead to the opposite effect.
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Figure 6. Energy under different nonequilibrium conditions arising Figure 8. Nonequilibrium solvation energy contribution fer= ry:

from incomplete solvent relaxation (see text for explanation). For (a) multipole moments up tb = 3 are included, but the electronic

comparison, the frozen solvent at the reactant case 0, top curve) polarization after solvent perturbation is not accounted for; (b) same
is included. as (a), but electronic polarization is included; (c) the calculation was
limited to the dipole moment,= 1, and the electronic polarization is
Reactant included.
+0.389
+0.386 +0.712 whereas the computation limited to= 3 polarizes the two
oogg] 0465 ks 18'333 HZ? 0729 equivalent OH subunits and produces a slight charge transfer
[-1.007] \ o 1203 [_0.716] from the proton being transferred. . o
-1.020 a2 H—0Q -0.717 Let us now study the effe(':t. of electromp pqlanzaﬂpn on
1303 0428 proton transfer when nonequilibrium solvation is considered.
-1.485 2 10430 To simplify the discussion, we consider only the case r.
+0.486 We want to evaluate the free energy difference between a
solute-solvent system in equilibrium and out of equilibrium
Transition Structure for given solute geometries in two cases: electronic solute
+0.692 relaxation after the perturbation is neglected or computed by
Ha igg‘;g j}-%jg 0845 solving the SCRF equations. In Figure 8, we plot this free energy
\ - 1316 [ .0.845J difference for solute structures along the reaction path. The role
S A Qi -0.849 of the solute electronic polarization (compare curves a and b)
\H +0.403 is not negligible and slightly counterbalances the destabilizing
2 0.403 effect of the nonequilibrium reaction field. For comparison, we
+0.465 also give the values when the multipole expansion for the

Figure 7. Net atomic charges for the reactant —0.26) and the ~ Solute-solventinteraction is limited to the dipole moment. The
transition structurer(= 0.0). From top to bottom: gas phase, solution ~contribution of higher multipoles cannot be neglected (compare
with only dipole moment contribution, solution with contributions up  curves b and c) since it is as large as that coming from the
to | = 3. In brackets: total charges for OH groups. dipole moment alone.

The nonequilibrium solvation energy component (see eq 6)

the TS is shifted toward the reactants and the product minimum introduces a force acting on the solute’s nuclei that, when
is shifted toward higher values. Obviously, fod = 1 (TS- r=% is responsible for the shift of the transition state position
like solvent polarization), the curve is symmetric. Proton in the reaction path toward the products, as explained before.
donation through a barrierless process may be expected fora more detailed analysis of the forces acting on the reaction
solvent coordinates slightly beyond the product value. coordinate is shown in Figure 9. When solusmlvent equi-

4.3. Role of Electronic Polarization.In Figure 7, we give librium is assumed, the total force is negative between the
the net atomic charges of the main structures, i.e., the reactanteactant and the transition state, positive between the TS and
(r = r¥®) and transition structure (= 0), for the isolated and  the product, and zero for these three stationary points. When
solvated species at equilibrium. In solution, two computations nonequilibrium solvation is considered, an additional force term
have been done limiting the maximum value of the multipole has to be added. Such a componentder r§°' is plotted in
development to 1 or 3. In this way, the role of the dipolar term Figure 9 in the polarizable and nonpolarizable solute model
is emphasized. One sees that, in the reactant, the hydroxyl netases. It is zero at the reactant (since the reactant is equilibrated
charge becomes more negative through the effect of the solventwith the solvent) but is negative beyond it, since the inertial
whereas the O1H2 group in the water molecule becomes lesssolvent polarization creates a force on the chemical system
negative and the proton H1 becomes more positive. Hence, therewvhich tends to recover the reactant structure. A maximum (in
is a net transfer of electron density from water to the hydroxyl absolute value) is reached at about 0.15 A for both, the
group. One may note that the dipole moment contribution is total force at equilibrium and the nonequilibrium component.
large although higher multipoles enhance the charge transferWhen the solute is allowed to polarize, the magnitude of the
and tend to polarize the OH bonds. In the TS, the computation restoring force decreases slightly; i.e., the relaxation of the solute
limited tol = 1 does not alter the charge distribution of the gas electronic charge distribution tends to compensate in part the
(as expected, since the structure has a center of symmetry)shift of the TS due to nonequilibrium solvation.
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0.03 — T ———— T on the OH groups. Indeed, the energy maximum rs=at+0.05
i - A (see Figure 3), not far from the isoelectronic point{+0.03
0.02 |- (a) . A)
i . Although we do not describe in detail here other possible
001 L _ nonequilibrium situations, one can make a qualitative prediction
5 | | based on the previous results. For instance, if the nonequilibrium
& 0.00 solvation configuration is TS-likes(~ 0), one may expect the
26; ' reaction field to modify the reactant electronic cloud so that
w i | the negative charge will be partially delocalized on the two OH
-0.01 |- 1 groups, as happens for the TS. This means that it will assist the
- . charge transfer and facilitate proton transfer. The same effect
-0.02 + - could be obtained by applying a constant electric field to the
- . isolated reactant. This case has been discussed in detail Before,
-0.03 MR T and it has been shown that appropriate fields may lead to large
-0.4 -0.2 0.0 0.2 0.4 catalytic effects. For instance, in the case of a2 Process,

Reaction coordinate (A) the electric field was shown to polarize the reactant in such a
Figure 9. Forces acting on the reaction coordinate: (a) force at Way that the densities at critical points of the bonds being created
equilibrium; (b) additional force that appears after changing the and broken change toward the prodgct.

equilibrium inertial solvent polarization te = rSROI (the dashed line

does not include electronic polarization after solvent perturbation). 5. Conclusions

1.1

Because PT in low-barrier hydrogen bonds is a fast process,
equilibrium solvation is not possible during such a reaction and
the relevant energy profile must be obtained adopting a frozen-
solvent hypothesis. By “frozen solvent” it must be understood
that the inertial polarization component of the solvent is fixed
to a definite value during PT. There is also a noninertial
component which is related to electronic polarization of the
solvent. The simplest approximation consists of the assumption
that the solvent is frozen to its equilibrium value in the reactants.
We have shown that, for the reaction studied, this introduces a
more or less quadratic nonequilibrium solvation energy which
destabilizes all the structures along the reaction coordinate with
respect to the reactant. The transition structure appears later in

06 ————l 1 R the reaction coordinate and the activation energy is larger,
0.4 0.2 0.0 02 0.4 compared to equilibrium results. The product energy minimum
Reaction coordinate (A) is also raised. Therefore, this nonequilibrium or dynamic solvent
Figure 10. Variation of the absolute value of the net atomic charges effect disfavors the transfer process.
(note that OH groups carry a negative charge) along the reaction  owever, solvent fluctuations must also be considered. In
fr?:rc(ij:;giteed mzssggfrgzezfgrfffﬁgnndotnoethﬁﬁﬂﬂ:fgﬁse Whereas e present case, when fluctuations are such that they decrease
P q R* the solvent polarization, the energy barrier is lowered. Previous

Some interesting features appear if one analyzes the variationV/P Simulations for this system have shown that fluctuations
of the net atomic charges along the reaction coordinate, which for which solvent polarization is intermediate between the
is shown in Figure 10 for equilibrium and nonequilibrium reactant and the transition state are rather frequent. Then, the

reaction paths. When equilibrium is assumed, the three curvesinStantaneous barrier for PT may be comparable to the equi-
are symmetric with respect to the TS position= 0, where librium case since the reactants and thg TS are des_tablllzed by
g(O1H2)= ¢(O2H3)= —0.85. One notes that, for a given value & comparable amount. In thg same §|mulatlons, it was also
of the reaction coordinate between the reactant and the productShown that the solvent relaxation time is large compared to the
q(O2H3) is larger andi(O1H2) smaller (in absolute values) for time _separatlng consecutive proton trar?s_fe_r events in the
the nonequilibrium process. The isoelectronic pai®1H2) chemical system, so _that_ Iarge_nonequmbrlum eff_ects are
= (O2H3) in the frozen-solvent process appears=at+0.03 expected. When PT arises in TS-lilex 0) or product-like ¢

A, beyond the equilibrium TS position (note that the value of = 3’) solvent configurations, the energy barrier is smaller
the net charge is roughly unchanged:; iggQ1H2)= q(O2H3) thar_1 the equilibrium barrier and the process becomes much
= —0.85). This result is easy to understand. As shown in Figure €asler.

7, the equilibrium solvent effect on the reactant favors electronic ~ Nonequilibrium effects influence the electronic charge dis-
charge transfer from water to hydroxyl. In the frozen-solvent tribution of the solute. Analysis of this distribution along the
process, the inertial solvent polarization of a given structure reaction path witls = r?{" shows that electronic polarization of
along the reaction path must be replaced by the inertial the solute tends to compensate the shift of the TS. In other
polarization of the reactantss (= r§°'). The effect is an words, the reaction is retarded by nonequilibrium effects both
electronic polarization of the solute favoring the reactant charge geometrically (the TS appears later) and electronically (the
distribution, which is opposed to the reaction advance from the charge transfer among hydroxyl groups is delayed). This result
electronic viewpoint. The definition of net atomic charges is illustrates the suitability of the SCRF model, in which an
not unambiguous, but it is clear that there is a relationship accurate computation of the polarized wave function is carried
between the position of the TS and equalization of the net chargeout at each step of the reaction coordinate.
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